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Convergence Analysis of the Nonlinear Kaczmarz Method for Systems of Nonlinear Equations with
Component-wise Convex Mappings
Berh P ERERRE S RERERT

Motivated by a class of nonlinear imaging inverse problems, for instance, multispectral computed tomography
(MSCT), we study the convergence theory of the nonlinear Kaczmarz method (NKM) for solving the system of nonlinear
equations with component-wise convex mapping, namely, the function corresponding to each equation being convex.
Such kind of nonlinear mapping may not satisfy the commonly used component-wise tangential cone condition (TCC).
For this purpose, we propose a novel condition named relative gradient discrepancy condition (RGDC), and make use
of it to prove the convergence and even the convergence rate of the NKM with several general index selection strategies,
where these strategies include the cyclic strategy and the maximum residual strategy. Particularly, we investigate the
application of the NKM for solving nonlinear systems in MSCT image reconstruction. We prove that the nonlinear
mappings in this context fulfill the proposed RGDC rather than the component-wise TCC, and provide a global
convergence of the NKM based on the previously obtained results. Numerical experiments further illustrate the

numerical convergence of the NKM for MSCT image reconstruction.

Runge Approximation and Learning based Numerical Methods for Lame Equations
BH RHX%

Runge approximation is one of interesting properties for partial differential equations, which means that the
solutions of a partial differential equation in a small domain can uniformly approximated by the solutions of the partial
differential equation in a large domain. In this talk, we prove the quantitative Runge approximation property for Lame
equations. By this result, we propose the learning based numerical methods for Lame equations. The generality of this

method is proved. The error analysis and numerical experiments are presented.

PDEformer: Towards a Foundation Model for Solving Parametric PDEs and Beyond
W R
Deep learning has emerged as a dominant approach in machine learning and has achieved remarkable success in
various domains such as computer vision and natural language processing. Its influence has progressively extended to
numerous research areas within the fields of science and engineering. In this presentation, I will outline our work on
the design and training of a foundation model, named PDEformer, which aims to serve as a flexible and efficient solver
across a spectrum of parametric PDEs. PDEformer is specifically engineered to facilitate a range of downstream tasks,
including but not limited to parameter estimation and system identification. Its design is tailored to accommodate

applications necessitating repetitive solving of PDEs, where a balance between efficiency and accuracy is sought.

Robust Regularization Methods for Non-line-of-sight Imaging

BEW JERUHRA



Non-Line-of-Sight (NLOS) imaging, a typical inverse problem, reconstructs hidden objects' shapes, positions, or
motions by analyzing indirectly obtained optical or acoustic signals. Unlike traditional imaging, NLOS captures signals
via complex reflections and scatterings, then uses inversion to recover obscured information. Mathematically, NLOS
imaging is an ill-posed linear inverse problems, which faces challenges like illposedness and noise interference. Thus,
we developed a robust and fast NLOS reconstruction method by introducing effective regularization techniques for
hidden objects, observation signals, and the system matrix. Results from both synthetic and experimental data
demonstrate that our approach accurately recovers hidden objects and outperforms state—of-the-art algorithms in

quantitative metrics and visual quality.

Mathematical and numerical studies of an inverse source problem for the biharmonic equation
HEH MR L K2
This talk concerns an inverse source problem for the biharmonic wave equation. Mathematically, we characterize
the radiating and non-radiating sources at a fixed wavenumber. We also derive a Lipschitz stability estimate to
determine the radiating source. Numerically, we propose a source reconstruction method based on the Fourier series
expansion by multi-frequency boundary measurements. The stability of the proposed method is analyzed and

numerical experiments are presented to verify the accuracy and robustness.

Quaternion Nuclear Norms Over Frobenius Norms Minimization for Robust Matrix Completion
SHR FEEpe

Recovering hidden structures from incomplete or noisy data remains a pervasive challenge across many fields,
particularly where multi-dimensional data representation is essential. Quaternion matrices, with their ability to
naturally model multi—-dimensional data, offer a promising framework for this problem. This paper introduces the
quaternion nuclear norm over the Frobenius norm (QNOF) as a novel nonconvex approximation for the rank of
quaternion matrices. QNOF is parameter—free and scale-invariant. Utilizing quaternion singular value decomposition,
we prove that solving the QNOF can be simplified to solving the singular value $L_1/L_2$ problem. Additionally, we
extend the QNOF to robust quaternion matrix completion, employing the alternating direction multiplier method to
derive solutions that guarantee weak convergence under mild conditions. Extensive numerical experiments validate the

proposed model’ s superiority, consistently outperforming state-of-the—-art quaternion methods.

Regularized CNNs Based on Geodesic Active Contour and Edge Predictor for Image Segmentation
&IEM B RHR LR

In this talk, I will introduce a novel regularized convolutional neural network (CNN) based on geodesic active
contour (GAC) and edge predictor (EP) for image segmentation. The main idea is to establish a variational problem
which integrates the Heaviside function such that the GAC prior is easily added into the problem. Furthermore, an edge
predictor module is designed to predict the edges of target objects and an edge predictor function (EPF) is generated
instead of the traditional edge indicator function in the GAC. Besides, an iterative convolution soft

thresholding module (ICSTM) is developed to numerically solve the GAC and EPF based variational problem,
and merged into an existing CNN to generate our new end—to—end network. It is also proved that the ICSTM algorithm

is unconditionally stable. Finally, experimental results on synthetic, MRI and CT images show that the proposed



method is quite competitive with the other state—of-the-art segmentation methods especially in segmenting noisy

images with low contrast.

Determining the nonlinear energy potential in phase—field system
MR AN
The phase—field system is a nonlinear model that has significant applications in the field of material sciences. In
this talk, we are concerned with the uniqueness of determining the nonlinear energy potential in a phase-field system
consisted of Cahn-Hilliard and Allen-Cahn equations. This system finds widespread applications in the development
of alloys engineered to withstand extreme temperatures and pressures. The goal is to reconstruct the nonlinear energy
potential through the measurements of concentration fields. We establish the local well-posedness of the phase-field
system based on the implicit function theorem in Banach spaces. Both of the uniqueness results for recovering
time-independent and time-dependent energy potential functions are provided through the higher order linearization

technique.

Stability for inverse random source problems
FIE P EPMNERSF S RENF
In the field of inverse problems, the estimation of an unknown source term from indirect observations is a
fundamental challenge. Random sources add another level of complexity to this problem due to their uncertainties. In
this talk, we will focus on the stability estimates for inverse random source problems of wave equations. An overview
will be provided on the existing results for estimating the stability of the solution in deterministic settings, and our

recent findings will be presented for the stochastic cases.
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A journey of source reconstruction by the direct sampling methods
XBEAR P EPNEGRF S RGN FE
We present our understanding of the direct sampling methods for inverse source reconstructions. In particular,
we introduce a novel direct sampling method which is not only reconstruct the location and shape of the source support,

but also determine the source function.

Function and derivative approximation by shallow neural networks
it i RHX%
We investigate a Tikhonov regularization scheme specifically tailored for shallow neural networks within the
context of solving a classic inverse problem: approximating an unknown function and its derivatives within a unit cubic
domain based on noisy measurements. The proposed Tikhonov regularization scheme incorporates a penalty term that

takes three distinct yet intricately related network (semi)norms: the extended Barron norm, the variation norm, and the



Radon-BV seminorm. These choices of the penalty term are contingent upon the specific architecture of the neural
network being utilized. We establish the connection between various network norms and particularly trace the
dependence of the dimensionality index, aiming to deepen our understanding of how these norms interplay with each
other. We revisit the universality of function approximation through various norms, establish rigorous error-bound
analysis for the Tikhonov regularization scheme, and explicitly elucidate the dependency of the dimensionality index,
providing a clearer understanding of how the dimensionality affects the approximation performance and how one

designs a neural network with diverse approximating tasks. It is a joint work with Yuanyuan Li (Fudan University).

Self-supervised Image Restoration Based on Neural Representation and Bayesian Inference
PEFEBE BHERE

Image restoration involves recovering high—quality images from degraded or limited measurements, a task with
applications in many fields such as science and medicine. Recently, deep learning has emerged as a prominent tool for
many problems, including image restoration. However, most deep learning methods for this purpose are supervised,
requiring large amounts of paired training data with ground-truth images.

In this talk, I will introduce a self-supervised method that leverages neural representation of images and a
Bayesian framework, using only observed measurements for training. This approach even demonstrates performance
comparable to supervised methods. To fully exploit neural representations, we will explore parameter priors and neural
network architecture. While neural networks often function as  “black-box”  models, our approach aims to offer an

intuitive understanding of their representational power, as evidenced by strong experimental results.

Recovery of signals from wrapped frame coefficients
B BHRE
We show that for certain frames, a signal is uniquely determined by the fractional parts of its frame coefficients.
As a result, a signal can be recovered from its wrapped frame coefficients. We study the robustness of recovery and give

a method to construct frames which have the optimal robustness.

Simultaneous identification of the order and potential coefficient in a time fractional diffusion-wave
equation by a deep neural networks method
HE ZINREE
I will talk about a nonlinear inverse problem of identifying simultaneously the order of fractional derivative and
a space—dependent potential coefficient in a one-dimensional time-fractional diffusion wave equation from the lateral
Cauchy data. The existence and uniqueness of the weak solution for the corresponding direct problem is studied.
Based on the solution of direct problem, the uniqueness for the simultaneous determination of fractional order and
space—dependent potential coefficient is proved by the analytic continuation, Laplace transformation and
Gel$'$fand-Levitan theory under some suitable conditions to the given data. The Lipschitz continuity of the forward
operator is discussed and the ill-posedness of the inverse problem is illustrated. Moreover, we employ a self-adaptive
algorithm combined with a fractional physics—informed method (self-adaptive fPINNs)  to find the numerical

fractional order and space-dependent potential coefficient simultaneously. The numerical experimental results for



three examples fully indicate the effectiveness of the numerical method.

Uniform Recovery Guarantees for Quantized Corrupted Sensing
In this talk, we discuss quantized corrupted sensing where the measurements are contaminated by unknown
corruption and then quantized by a dithered uniform quantizer. We study uniform guarantees for Lasso that ensure the
accurate recovery of all signals and corruptions using a single draw of the sub—Gaussian sensing matrix and uniform

dither. Some theoretical results are presented.

Numerical Algorithms for Inverse Spectral Problems Based on Trace Formulas
wA WL
In this talk, we will discuss some recent progress on numerical algorithms for inverse spectral problems for the
Sturm-Liouville and damped wave operators. Instead of inverting the map from spectral data to unknown coefficients
directly, we propose a novel method to reconstruct the coefficients based on inverting a sequence of trace formulas
which bridge the spectral and geometry information in terms of a series of nonlinear Fredholm integral equations.
Numerical examples are presented to verify the validity and effectiveness of the proposed numerical algorithms. The

impact of different parameters involved in the algorithm is also discussed.

Stability of Least Square Approximation under Random Sampling
WER P EPMNEGRF S RGN FE R

In this talk, we investigate the stability of the least squares approximation within the univariate polynomial space
of a certain degree. This approximation involves identifying a polynomial that closely approximates a function over a
specific domain, based on samples taken from that function at randomly selected points, according to a designated
measure. Our primary aim is to determine the sampling rate needed to ensure the stability of this approximation. Under
the assumption that the sampling points are independent and identically distributed with respect to a Jacobi weight
function, we present the necessary sampling rates for maintaining stability. In particular, we show that for uniform
random sampling, a sampling rate proportional to the square of the degree is required to ensure stability. By integrating
these findings with previous work by Cohen-Davenport-Leviatan, we conclude that, for uniform random sampling, the
optimal sampling rate for guaranteeing the stability of the approximation is similarly proportional to the square of the
degree, with an additional logarithmic factor. Motivated by this result, we extend an existing impossibility theorem,
which was initially applicable to equally spaced samples, to the case of random samples. This extension highlights the

trade-off between accuracy and stability when it comes to recovering analytic functions.

The obstacle scattering problem for biharmonic equations
BRE PR EREE
In this talk, we consider the obstacle scattering problem for biharmonic equations with the Dirichlet boundary
condition in both two and three dimensions. Firstly, some basic properties are derived for the scattered fields, which
leads to a simple criterion for the uniqueness of the solution. Then a new definition for the far—field pattern is

introduced, where the correspondence between the far—field pattern and scattered field is established. With these



preparations, we prove the existence of a unique solution in associated Sobolev spaces by the boundary integral
equation method, which relies on a natural decomposition of the biharmonic operator and the theory of the
pseudodifferential operator. Moreover, the inverse problem in determining the shape and location of the obstacle is
studied. By establishing some novel reciprocity relations between the far-field pattern and the scattered field, we show

that the obstacle can be uniquely recovered from the far—field or near field measurements at a fixed frequency.
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Lp minimization for image restoration and low-rank matrix recovery
=y MR
Lp (O<p<l) minimization has advantages over L1 minimization in sparse reconstruction, and Schatten
p-quasi—-norm minimization has advantages over nuclear norm minimization in recovering low-rank matrices. We
discuss some therotical results and algorithms of Lp (Schatten p—quasi—norm) minimization in image restoration and

low-rank matrix recovery.

Kernel Machine and Inverse Scattering Problems
K HERNEERE S RGN E

In this talk we connect machine learning techniques, in particular, kernel machine learning, to inverse source
and scattering problems. We show the proposed kernel machine learning has demonstrated generalization capability
and has a rigorous mathematical foundation. The proposed learning is based on the Mercer kernel, the reproducing
kernel Hilbert space, the kernel trick, as well as the mathematical theory of inverse source and scattering theory, and
the restricted Fourier integral operator. The kernel machine learns a multi-layer neural network which outputs an
$\epsilon$-neighborhood average of the unknown or its nonlinear transformation. We then apply the general
architecture to the multi-frequency inverse source problem for a fixed observation direction and the Born inverse
medium scattering problem. We establish mathematically justified kernel machine indicator with demonstrated
capability in both shape identification and parameter identification, under very general assumptions on the physical
unknown. More importantly, stability estimates are established in the case of both noiseless and noisy measurement

data. Of central importance is the interplay between a restricted Fourier integral operator and a corresponding



Sturm-Liouville differential operator. Several numerical examples are presented to demonstrate the capability of the

proposed kernel machine learning.

Iterative regularized contrast source inversion type methods for the inverse medium scattering problem
K SC P EPNEGSF S RGN FE
This talk is concerned with the inverse problem of reconstructing an inhomogeneous medium from the acoustic
far—field data. The contrast source inversion (CSI) methods are the well-known algorithms for such kind of inverse
scattering problem, which are very fast and efficient. Recently, we propose two iterative regularized CSI-type methods.
Our methods have very low computational complexity. Moreover, we prove the global convergence of the proposed
methods. Numerical experiments show that our methods are very robust and have faster convergence rates than the

original CSI-type methods.

Scattering resonances and inverse source scattering problems
o8 TR 2
Inverse source problem is an important research subject in inverse scattering problems. Numerical methods such
as recursive linearization and Fourier method have been developed to recover the sources. In this talk, we present a
stability estimate for the inverse source problem in an inhomogeneous medium. We employ data at multiple wave
numbers and the stability increases as the bandwidth of the wave number increases, which explains the increasing
stability observed in numerical experiments. The key ingredient in the analysis is to employ scattering theory to
investigate the resolvent and achieve a resonance-free region. This method is unified and can be applied to other wave
equations. Motivated by the study of inverse source problems, I also present our recent results on scattering resonances

of the resolvent of the Schrodinger operator with critically singular potentials.



FRE B EFHRRETE N

PR BEE AT (REFEEFEMRRT) BOLT 1985 4, HECEFRINHGRA
B¥ReE, FEAEASEERKES 1992 4, W N/REFREEGIRTER
F 1986 EFERT N T IS Y B R E.

BRE BEE R TR — B BENTR T, HERRERPIMNEER, R
HE SRR AN ER, LRETEENERERERBENL. DIFE
“SLEEF, mReE, R .

MR BECEDF R HBATDOR, B RDRERNZEARTENE, BHRT—KH
AW NN P EERESR BIEMERNFEARZ RS R T H E 2
MM AEFEN AR, BHRATREEEREERWHMA. R, R TRFRE
BEFEIWEHEAR, T 200548317 “HREER” , &itRIVEWSINSE
ViR ANE MR B, BERRRRRIR B — 2 505 B E P P3P K 3h i
X EBEE T R BATHFSE TAE. B 2008 4E 11 AT, B BEEMR R
B THAEEFRN “FAREDEETR” , SRS E 2 THERIEE R F AR
EHE NIMEFE RS 5 A BB R ARES).

HRIHAE — X EAEERKFRETREBN, P afEdER 2Bt 4
AN (BRBRPEZP#ERL 3 AN) , BEREARSES ‘“ANHFE E&RE
HTN, HER ‘BFHLRFAA TR AF6 A, BR “BFAHFAAL
B” AE 3 A. Bt FBERR T masE: MU, EXEMrEEIL
fil. A&, hhRG%E. BFRE. FE¥. HEEL. FEi8. ¥y,
WYBE,

RIS AR —ERS] THEHETEREE R L) MBI R %
Bh, FREEDTREVMMN AKX, Bl BERAEE. ERE/H
FEERERS FHEREE, FEIRBEETEEERS. BEFEELE.

HERFFRENT

B RFBEF PR BT B N KRR R, REARBFAEREREAR
H BB AN 2 — ST 1920 4EAI N, BYEHERENE -4
BFR BEF¥R) . UHESH, SR RERFER. BERFEXREGHA
MERERER B¥ER) |, 1946 FERGRE. 1952 FeEHERERE, FERXEKR
FRHEREHBETFRFEER. 1960 F£F 1963 U EL B ¥ EK, 1983
4 53T AT EVRGNBF R AT, SHEHXE LEHBTENS
REGPER. 1985 4F, SEETPHME, HEERIFHRE FEERVAp. FHEH
HAEF KB EEH R (IR SRR Bor. 199745 A7 H, ¥
R RO

BEER (BE) BOL 100 B4R, FA —MAHWBEFEREHERER (BE) 1,
W TEEIR. B, 8. BT, HEE. NBE, BREBE. B, FmM
R. INVAREE. MPIEE. Fzt. BiR. BEB%. BRETUERES. 1LER.
BRI, XITE., B, DEFELSENRBRENRMETEEANS.

FEIE R, MR SR, MR =A TR ENERERE.
2007 FBTHANEE M —FERERERER. RN R EE —-RFERRAK



FERE IRV A 8, SRR IREARM. 2017 4, BTRFEALE
KEH W BRFER, 2021 FERABER “WN—H" BRFER. Ehl
B —FEPR AR T, R, TR, SRS SEEE%T.
NREE. EUEBENBEEF AN —RFERHRRCREFR A, FRARE
LEREh.

HBERRFEEHRNM: BFR. GEEREN¥R. MREITR. MARE
R BAESTEITER. FHELSHEBERS¥R. BERERERN. MBELRE.
2003 4F 1 A BOLRL2ETH B R Ir e Rl 222 B

BEEREERE (R) T 1993 £ E RREHE N E REMBEH R EHEANT
e EHh, Hul S a3 EBSHT 1986 4 E RM MR BEAR ST,

GHEH EHREMERBEEAA LR 2001 FHRERREERR —FE, HHIT
RREBETRFFFHENEAEME, 2002 FHFET “EEA—FHFHRAR” , 2009 £/
2019 4 HIEMAE REEFRRFAEEFETR] 1.0, 2.0 EH, 2022 FIERG
2. BNAERRL ‘SN 5§ ‘“BRE5ITERSE HYABEER
—FAR R B R, BRI AN 2007 £#F T “2EA—FHHhRR"

2007 FEMALERBEBFER BN, EE S5 JBRERBBFERREK, 2021 FEALE
BHitEEBMBELH DA, ERAELSERFTENS . BRFIRIBA 20 R£4;
BEPERIERER. BERIEHFE 10 1], FRIRTSERHTERN
BERLE, HRAENEREEAHBIRE, HAsEERNFEIRCRKE
5N, 2EHERRNFELR IR RFEE 4 N\, PEHEFSHRREERIK
5% 10 N, BRFFERREE SR 1T, BZE 20234 10 H, FeE¥EpEz
A ANB 1080 A, HpARA 643 A, BitA: 313 A, B4 165 A.

EARERF LR NEREEFRFERE. BRE BBEH R, Aa%eFEho, #H
BB EHABFEFTRESALRE. FARERERTXBER.L. FRUT
BwHERE, WEZN 114 A, ##&E s A, BHESN 67 A, BFELEAN
107 A. Ho, HEB2ERREE 4 A, ZRPERBEERT 3 A, BEREEE
RAFAHRIALESE 21 AR, BREFEAAITRIALEE 15 AK.

BEHREHEFENRUS T2 AR BRI R R . TER, BEEFERR
BEUERENEERT, SHEXBTEZREEEFER 4T, BERERABEX
TR, PEEFESERDERER 1. BESBER 3T, DARATRF]
PR . BEPRRRIER BARER SR, RETTEARER —FX
SR, BA 3 ANNBEEREEFER KRS EAE 45 08, £ AHAETFER
%RWZE, ERPFEBREANE. BRERFREBFRZRLRRTR. KBRTPEZH
R ERERRATRR . PERFSREERSE. FEERTREEAT Ann.
Math., Invent. Math., Acta Math.FXEL R, ZEMHE Duke Math. J., Commun.
Pur. Adivdivl. Math., Adv. Math., Math. Ann., Mem. Am. Math. Soc., PNAS ZHE
BERFEHR K EZRBR.

BARFERERZREAR. BXEHE. KL, BRELWLIIRFLE. &4
AR NA IR B RS EH. SRR RSB RAMES, DARRE &
ok SRR, EREE. HREE hRE, NRESCY i FRE AR
TR



ARSSHEE
REER
> RiEZRSERRMS:
BIBEARFNEERX (EEE 94 5) REREIKY 45-60 4340,
> Rifuh, KA, XiEEUA:
PIBREARFNEGRX (EHE 94 5) REREKY 30-40 4340,

rAE (\EeRER)




AR (BREFEHIF)

"4 TAHEENT
gangl| WL R2%
AR pE IR NES
B HEREABEE 5 R GRS
Wr Kok HERRE R R
e B HR*
H demRe
& SN
B R e R
=2 R
1o i FARL S AT R K2
FLLEE PRE RPN
R T ALK
L S W IR Tolk K2
AR MR
G RESUPNCS
EAlrn RIS HL R
R RN
IR R
B HE R BEE S 5 RGBT
&N e AN
X4k 2 ARER:
XIGEAR HE R BER S 5 RGBT
XIGERT | 0 RS N
XI5 pE IR NES
fili i CHE N
5 ER RN =
H IR W IR Tl KA
L TR
WA (Zuowei Shen) | BTN E LKA
KA IZRIE R 27
INE PR
INER Hh ] R R
2 5'SYE REFR
FET Hh [ R 2 e 5T 5 B ST 5
Bl =R

e ES

W R LAl K2




RB R

= [E 5 (Michael Ng) RS R

G2 WK

/N VY AL TR

VIR HE R BEE S 5 R AR BE
frinte R

S} (Sl

Wit THL TR

W R R

WRiEZ H A

i HrERLE B S RGP B
W R

ik HrE Rl B S RGP B
[SERE R

[IS(53'S HrE Rl B 5 RGP e
JKAEHE REE TR

[|Nia R

X MEE PR

1B B e R

X5 5 PR




